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Abstract

Electrochemical interfaces are crucial in catalysis, energy storage, and corrosion,

where their stability and reactivity depend on complex interactions between the elec-

trode, adsorbates, and electrolyte. Predicting stable surface structures remains chal-

lenging, as traditional surface Pourbaix diagrams tend to either rely on expert knowl-

edge or costly ab initio sampling, and neglect thermodynamic equilibration with the

environment. Machine learning (ML) potentials can accelerate static modeling but

often overlook dynamic surface transformations. Here, we extend the Virtual Surface

Site Relaxation-Monte Carlo (VSSR-MC) method to autonomously sample surface re-

constructions modeled under aqueous electrochemical conditions. Through fine-tuning
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foundational ML force fields, we accurately and efficiently predict surface energetics,

recovering known Pt(111) phases and revealing new LaMnO3(001) surface reconstruc-

tions. By explicitly accounting for bulk-electrolyte equilibria, our framework enhances

electrochemical stability predictions, offering a scalable approach to understanding and

designing materials for electrochemical applications.

Introduction

The structure of surfaces and interfaces critically influences the performance and stability

of materials in applications ranging from (electro-)catalysis1–3 and energy storage4–6 to elec-

tronic devices.7,8 In gas or vacuum environments, a nominally pristine surface derived by

cleaving the material bulk often undergoes atomic rearrangements that can produce intri-

cate reconstructions, as documented for materials such as Si,9–11 GaN,12,13 and α-Al2O3.
14

Under aqueous electrochemical conditions, other factors influence the stability of the sur-

face: the electrolyte pH, the applied electrical potential, the presence of adsorbates such as

OH* and H2O*,15–24 and the formation of charged layers.25–27 These added variables drive

the dissolution and re-deposition of metal surface atoms, posing significant challenges for

understanding and predicting the structure and stability of electrochemical interfaces.28–30

Pourbaix diagrams, which delineate thermodynamically-favored phases as a function of

pH and electrical potential, are a cornerstone in assessing electrochemical material stability.

An individual species Pourbaix diagram shows the most stable bulk or dissolved species of

an element, whereas a surface Pourbaix diagram illustrates the most stable surface structure

given a fixed bulk phase. Both types of Pourbaix diagrams have guided the design of corrosion

prevention strategies,31,32 informed the development of electrocatalysts,30,33–38 and aided in

planning rational synthesis routes.39,40

In recent decades, first-principles computational methods have enhanced the ability to

construct surface Pourbaix diagrams by predicting atomic-level interfacial energetics.33,39,41,42

However, many such studies were limited to pristine facets with pre-defined adsorbate cover-
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ages, neglecting more complex reconstructions or adsorption patterns under operational con-

ditions.33,42–47 Moreover, traditional Pourbaix diagrams often assume a fixed concentration

for dissolved species (commonly 10−5 to 10−6 M).39,40,48–53 While computationally conve-

nient, this assumption disregards true equilibration between the bulk phase and its dissolved

ions. As a result, important stability behaviors may be obscured, especially when designing

long-lifetime catalysts based on bulk-electrolyte equilibration principles54,55 or synthesizing

materials that are only stable at higher dissolved-ion concentrations.40

Studies considering surface dissolution, re-deposition, or interchanges within multi-component

systems often rely on “hand-crafted” structural models validated by costly first-principles

calculations, a method that becomes insufficient for exploring complex multi-component

systems with large compositional and configurational spaces.16,24,49,56 Recent efforts to sam-

ple across the compositions of a binary system nevertheless relied on costly ab initio grand

canonical Monte Carlo (GCMC) sampling that might not scale to more complex materials.57

Machine learning (ML) techniques, especially neural network force fields (NFFs), offer a

pathway to address these challenges by enabling faster atomistic modeling,58–65 but current

approaches overlook complex surface reconstruction phenomena. The growing availability of

pre-trained, foundational NFFs expands the applicability of these methods to new material

classes with limited density-functional theory (DFT) data.66–71 However, most ML-based

approaches in catalysis either focus on high-throughput screening of ideal surfaces with pre-

defined adsorbate patterns65,72–77 or examine reconstruction only within a narrow set of

configurations—permitting select adsorbate and metal surface combinations but disallowing

general surface dissolution and re-deposition—thus leaving the broader compositional space

largely unexplored.53,78–82

Adapting thermodynamic sampling approaches developed for gas- or vacuum-exposed

surfaces, such as the Virtual Surface Site Relaxation-Monte Carlo (VSSR-MC) algorithm,83

can capture more realistic reconstruction phenomena. Extending such approaches to elec-

trochemical conditions requires accounting for pH, applied electrical potential, and relevant
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dissolved species concentrations, along with a robust treatment of the complex equilibria

between the electrolyte, the electrode surface, and the electrode bulk.

In this work, we develop a comprehensive methodology that addresses these challenges in

three ways. First, we adapt the VSSR-MC sampling approach to electrochemical conditions,

enabling automated discovery of stable surface reconstructions across compositional and

configurational spaces involving both adsorbates and underlying metal species. Second,

we demonstrate how pre-trained NFFs can be fine-tuned to achieve DFT-level accuracy

for surface energetics while maintaining computational efficiency. Third, we establish a

theoretical framework for calculating surface Pourbaix diagrams that explicitly accounts for

dynamic equilibria with the electrode bulk and aqueous species at varying concentrations.

We validate our approach through two case studies of increasing complexity. Using

Pt(111) as a benchmark, we demonstrate the ability to efficiently sample known surface

reconstructions while confirming the accuracy of the fine-tuned NFF. We then tackle the

more challenging case of LaMnO3(001) and uncover reconstructions absent from prior work.

Finally, we highlight the importance of capturing electrolyte-bulk equilibria by constructing

surface Pourbaix diagrams that respect the thermodynamic coupling between electrolyte

species, the electrode surface, and the electrode bulk. These case studies showcase the

ability of our method to predict realistic electrochemical interfaces, accelerating the discovery

of stable surfaces for energy conversion and catalysis.

Results

Sampling and evaluating aqueous electrochemical interfaces

We modified VSSR-MC83 to sample multi-atom adsorbates such as OH* and H2O*, in

addition to single-atom adsorbates such as O* and metal species, at virtual sites (see Methods

“Surface slab modeling”). Additionally, we included the pristine surface atoms as virtual sites

(see Figs. S2(b) and S5(b)) to simulate dissolution and re-deposition, thereby broadening
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Figure 1. Thermodynamic analysis for electrochemical interfaces. (a) Two-step process 
for comparing surface Pourbaix grand potential differences (ΔΩsurf	) between two slabs. The 
figure shows the case of a single-atom dissolution, but more complicated changes can be 
constructed as a sequence of dissolution/adsorption steps. (b-c) Two regimes for constructing 
surface Pourbaix diagrams. (b) Conventional surface Pourbaix diagram at fixed dissolved 
species concentrations. (c) Equilibrium surface Pourbaix diagram derived from bulk-electrolyte 
equilibrium conditions. (d) To construct the equilibrium surface Pourbaix diagram, the 3D 
species Pourbaix diagram was generated to define the equilibrium conditions for the bulk 
stability region in pH-$!"#-log ("!$%"#$ space. Afterwards, a 3D surface Pourbaix diagram is 
constructed from the surface Pourbaix diagram in (b) and the bulk stability region traced out to 
produce the final equilibrium surface Pourbaix diagram.
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Figure 1: Thermodynamic analysis for electrochemical interfaces. (a) Two-step
process for comparing surface Pourbaix grand potential differences (∆Ωsurf(USHE, pH)) be-
tween two slabs. The figure shows the case of a single-atom dissolution, but more com-
plicated changes can be constructed as a sequence of dissolution/adsorption steps. (b-c)
Two regimes for constructing surface Pourbaix diagrams. (b) Conventional surface Pour-
baix diagram at fixed dissolved species concentrations. (c) Equilibrium surface Pourbaix
diagram derived from bulk-electrolyte equilibrium conditions. (d) To construct the equi-
librium surface Pourbaix diagram, the 3D species Pourbaix diagram is generated to define
the equilibrium conditions for bulk stability in pH-USHE-cHxAOz−

y
space. Afterwards, a 3D

surface Pourbaix diagram is constructed from the surface Pourbaix diagram in (b) and the
equilibrium Pourbaix region traced out to produce the final equilibrium surface Pourbaix
diagram.

the search space of possible reconstructions.

In each Monte Carlo (MC) step, the energy difference between the proposed and current

slab is calculated via a two-step process to account for the dominant species of each element

under aqueous electrochemical conditions.49,56 In Fig. 1(a), we consider the case of a single
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atom dissolution; for more complex MC steps or to compare stability between two arbitrary

surfaces, a sequence of dissolution/adsorption steps is constructed to calculate the total

energy change. In step 1, atom A is removed from the surface—creating a vacancy—and

released in its standard state, yielding energy change ∆Ω1. In step 2, the freed atom converts

to the most stable aqueous species HxAO
z–

y , following the computational hydrogen electrode

(CHE) framework,84 with energy change ∆Ω2. The overall energy difference is given by:

∆Ωsurf(X, {µ}, T, USHE, pH) = ∆Ω1 +∆Ω2 (1)

where X refers to the atomic identities and positions, {µ} represents the set of chemical

potentials of the stable aqueous species µHxAOz−
y

(related to species concentration), T is

the temperature, and USHE is the electrical potential relative to the standard hydrogen

electrode (SHE). The surface Pourbaix grand potential, Ωsurf(USHE, pH), of each slab can

thus be interpreted as the surface formation energy derived from the stable aqueous species

at a given USHE and pH (with fixed aqueous species concentrations and temperature). See

“Surface Pourbaix grand potential” in Methods for details.

We constructed surface Pourbaix diagrams under two thermodynamic regimes. In regime

1 (Fig. 1(b)), the conventional surface Pourbaix diagram is plotted at a fixed dissolved species

concentration (cHxAOz−
y
) in the electrolyte, which acts as the thermodynamic reservoir. Here,

stable aqueous species for each metal atom are identified at each pH and USHE using the

species Pourbaix diagram. Since each domain in the species Pourbaix diagram corresponds

to a distinct set of dominant species, we compute separate Ωsurf(USHE, pH) values for all

considered surface slabs within each domain. A convex hull analysis of these grand potentials

reveals the stable surface domains,48,50,52,85 which may be the same across species domain

boundaries. Thus, all surface domains are pooled and merged to produce the final surface

Pourbaix diagram. A detailed schematic is provided in Fig. S1.

In regime 2 (Fig. 1(c)), we perform a bulk-electrolyte equilibrium analysis where both
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the electrode bulk and the electrolyte serve as thermodynamic reservoirs in equilibrium with

the surface. In this regime, we plot the equilibrium surface Pourbaix diagram by extending

the conventional Pourbaix diagram into three dimensions to explicitly incorporate cHxAOz−
y

as a variable dependent on pH and USHE. First, a three-dimensional (3D) species Pourbaix

diagram is generated with an additional, independent cHxAOz−
y

axis. By following the phase

boundaries of the bulk stability region in pH-USHE-cHxAOz−
y

space, we trace out the equilibrium

species Pourbaix diagram that captures the range of conditions under which the electrode

bulk remains stable and in equilibrium with the neighboring electrolyte species. In this

equilibrium Pourbaix diagram, pH, USHE, and cHxAOz−
y

are thermodynamically coupled rather

than independent variables. See Fig. 1(d) for an illustration and “Thermodynamic equilibria”

in Methods for details. The equilibrium surface Pourbaix diagram is constructed analogously

by generating a 3D surface Pourbaix diagram (using a workflow similar to Fig. S1) and

delineating the same bulk stability boundaries (details also in Methods “Thermodynamic

equilibria”). Projecting the 3D equilibrium surface Pourbaix diagram into the pH-USHE

plane yields a diagram that resembles a conventional Pourbaix diagram but with cHxAOz−
y

as

a dependent variable.

Validating modified VSSR-MC and fine-tuning

Pt(111)

Pt is a well-known catalyst used in thermo- and electro-catalysis.3,86 We selected 8 hand-

picked Pt surface structures, including the pristine surface, from literature,33,42 featuring

a mix of O* and stoichiometric [OH−H2O]* adsorption levels across three supercell sizes:

2× 2, 3× 3, and
√
3× 3 (see Fig. S2(a-b) for the pristine surfaces and Fig. S2(c) for specific

structures). We denote the adlayer of a given adsorbate with the fractional coverage (θ,

the number of adsorbates per exposed metal atom) preceding the adsorbate of interest (e.g.,

1
4
O*).

We used CHGNet67 as our pre-trained NFF model, as its training set already incorpo-
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Figure 2. Pt(111) energy analysis and surface Pourbaix diagrams with various energy 
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surface in eV/surface unit cell across $!"# at fixed pH = 0 with (a) DFT, (b) pre-trained NFF, 
and (c) fine-tuned NFF energies. The bulk species domains are differentiated through the 
background color and labeled in gray. Dotted lines are a guide for the eye. (d-f) Pt(111) 
surface Pourbaix diagrams for (d) DFT, (e) pre-trained NFF, and (f) fine-tuned NFF.
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Figure 2: Pt(111) energy analysis and surface Pourbaix diagrams with various
energy models. (a-c) ∆Ωsurf(USHE, pH) comparison of handpicked Pt(111) surfaces with
respect to the pristine surface in eV/surface unit cell across USHE at fixed pH = 0 with (a)
DFT, (b) pre-trained NFF (CHGNet), and (c) fine-tuned NFF (MACE) energies. The bulk
species domains are differentiated through the background color and labeled in gray. Dotted
lines are a guide for the eye. (d-f) Pt(111) surface Pourbaix diagrams for (d) DFT, (e)
pre-trained NFF, and (f) fine-tuned NFF.

rates energy corrections from the Materials Project 2020 compatibility scheme.87 This choice

ensures seamless integration with the Materials Project aqueous compatibility scheme, which

we used to align energies for Ωsurf(USHE, pH).
48,50,85 (See “Species Pourbaix diagram construc-

tion” and “Surface Pourbaix grand potential” in Methods.) With pre-trained CHGNet, the

relative surface Pourbaix grand potential (∆Ωsurf(USHE, pH)) of these O* and [OH−H2O]*

levels with respect to the pristine surface were obtained at fixed pH = 0 and varying USHE

(Fig. 2(b)). These grand potentials correctly increase with increasing O* levels but the

values are approximately twice as high as the DFT reference (Fig. 2(a)). CHGNet over-

predicts these grand potentials because it was pre-trained on the MPtrj dataset—consisting

only of bulk crystals88—and our Pt surface system with O* and OH* adsorbates is thus
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out-of-distribution. The adsorbate phases for the pre-trained CHGNet surface Pourbaix di-

agram (at 10−6 M dissolved species concentration in Fig. 2(e)) are shifted towards higher

USHE and pH compared to the DFT reference in Fig. 2(d). Moreover, pre-trained CHGNet

does not predict the correct adlayer phases (e.g., 1
3
O* instead of 1

4
O*) since the relative

∆Ωsurf(USHE, pH) among the handpicked surfaces are not sufficiently precise.

We performed VSSR-MC sampling in all three slab sizes starting from the pristine sur-

faces with algorithmically-generated virtual sites83 (see “VSSR-MC” in Methods for details)

allowing for the adsorption and desorption of Pt, O, OH, and H2O. An example sampling

profile can be found in Fig. S3. When the pre-trained CHGNet67 was used as the surrogate

model, we obtained all handpicked surfaces from literature with this sampling approach.

For fine-tuning, we downsampled 115 sampled structures and additionally rattled the

dominant structures found in the pre-trained CHGNet surface Pourbaix diagram (Fig. 2(e))

for another 40 structures to obtain a total of 155 structures. We fine-tuned both CHGNet

and MACE68,89 and found that MACE performed significantly better than CHGNet after

fine-tuning to predict surface Pourbaix diagrams, despite being pre-trained on uncorrected

DFT energies. Fig. S4 compares the performance of both fine-tuned models against the

pre-trained CHGNet. After fine-tuning, the predicted energy mean-absolute error (MAE)

is within 4 meV/atom for the known surfaces and thus much closer to the DFT reference.

Fine-tuning details are in Methods “Active learning”.

With the fine-tuned NFF, predicted ∆Ωsurf(USHE, pH) were within 50 meV/surface unit

cell, where the four-atom thick 1 × 1 unit cell serves as the normalization reference across

all slab sizes. This level of accuracy, shown in Fig. 2(c), is sufficient to discern the subtle

energetic differences among different phases. Small changes in relative energies can cause

deviations in the predicted ordering of surfaces, but our fine-tuned NFF correctly predicts

close phase boundaries compared to the DFT reference (Fig. 2(f)). Overall, our analysis

of Pourbaix diagrams with fine-tuned MACE on one of the simpler electrocatalytic systems

indicates that fine-tuned NFFs can match DFT energy predictions for surface structures.
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Figure 3. LaMnO3(001) surface Pourbaix diagrams and energy analysis with various 
energy models. (a-c) LaMnO3(001) surface Pourbaix diagrams from energies computed with 
(a) DFT, (b) pre-trained NFF, and (c) fine-tuned NFF. The LaMnO3 bulk stability regions at 10-

6 M dissolved species concentrations are enclosed by the dashed lines. (d-e) ΔΩ comparison 
of handpicked LaMnO3(001) surfaces with respect to the pristine surface in eV/surface unit 
cell across $!"# at fixed pH = 12 with (d) DFT, (e) pre-trained NFF, and (f) fine-tuned NFF 
energies. The color sequence approximately follows increasing oxidation level. The stable 
species domains are differentiated through the background color, with La3+ as the dominant 
La species and the dominant Mn species labeled in gray. Dotted lines are a guide for the eye. 
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Figure 3: LaMnO3(001) surface Pourbaix diagrams and energy analysis with var-
ious energy models. (a-c) LaMnO3(001) surface Pourbaix diagrams from energies com-
puted with (a) DFT, (b) pre-trained NFF, and (c) fine-tuned NFF. The LaMnO3 bulk
stability regions at 10−6 M dissolved species concentrations are enclosed by the dashed lines.
(d-e) ∆Ωsurf(USHE, pH) comparison of handpicked LaMnO3(001) surfaces with respect to the
pristine surface in eV/surface unit cell across USHE at fixed pH = 12 with (d) DFT, (e) pre-
trained NFF, and (f) fine-tuned NFF energies. The color sequence approximately follows
increasing oxidation level. The stable species domains are differentiated through the back-
ground color, with La+3 as the dominant La species and the dominant Mn species labeled
in gray. Dotted lines are a guide for the eye.

LaMnO3(001)

Following our benchmark study on Pt(111), we evaluated our method on the more compli-

cated LaMnO3(001). LaMnO3 is a perovskite with promising applications in both oxygen-

evolution (OER) and oxygen-reduction (ORR) reactions.49,90 We evaluated 47 handpicked

surfaces of the 2× 2 LaMnO3(001) supercell from literature using DFT. These surfaces con-
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sist of varying levels of metal vacancies, and O* and OH* coverage levels. See Fig. S5(a-b)

for the pristine surface and Fig. S5(c) for specific structures. A surface Pourbaix diagram

for LaMnO3(001) was constructed from these DFT calculations (Fig. 3(a)).49 The LaMnO3

bulk phase stability region was obtained by mapping the corresponding solid entry in the

LaMnO3 species Pourbaix diagram at 10−6 M for all dissolved species (Fig. S10(b)). The

general trend of the surface Pourbaix diagram agrees with a more oxidizing environment

at higher USHE and pH, aligning with the species Pourbaix diagram and the analysis in

Rong and Kolpak 49 . We denote the surface structure by the stoichiometry of the surface

termination, the fractional coverage of the prevailing adsorbate across sites, and the ad-

sorbate species. For example, an MnO2 termination with 1
4
of all metal sites covered with

OH* is denoted MnO2-
1
4
OH*, with a hyphen used for clarity. Meanwhile, vacancies and

substitutions in the pristine surface layer are denoted by ‘vac’ and ‘sub’ subscripts respec-

tively. At oxidizing conditions, surfaces are predominantly terminated by MnO2- or Mnvac-;

in more reducing conditions at lower USHE, LaO-type terminations become more preferred.

Within each termination type, O* predominantly adsorbs at high USHE and pH, while OH*

adsorption (protonation of O*) becomes prevalent under more reducing conditions.

The surface energies of the handpicked structures were then evaluated using pre-trained

CHGNet and the corresponding surface Pourbaix diagram plotted in Fig. 3(b). Notably,

pre-trained CHGNet energies were already sufficient to recover most surface phases; while

the predicted domain boundaries are not exact, they are well-aligned with those of the

DFT surface Pourbaix diagram. The key differences are the replacement of 3
4
Mnvac in the

top right (high USHE and high pH) of the DFT diagram with LaO-O* in the pre-trained

CHGNet diagram, along with the emergence of an additional 1
4
Mnvac region in Fig. 3(b).

VSSR-MC sampling was again performed starting from the pristine surface with algorith-

mically generated virtual sites (see “VSSR-MC” in Methods for details) by sweeping across

USHE and the pH range of 10 to 14, focusing on the bulk stability region, allowing for the

adsorption and desorption of La, Mn, O, and OH (see Fig. S6 for one such sampling profile).
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We downselected 118 VSSR-MC sampled surfaces and rattled the dominant structures

found in the pre-trained CHGNet surface Pourbaix diagram to obtain another 18 structures

(details in Methods “Active learning”), resulting in a total of 136 structures for fine-tuning.

Since pre-trained CHGNet predicted the surface Pourbaix diagram fairly well (Fig. 3(b)),

we only fine-tuned CHGNet for LaMnO3(001). After fine-tuning, we re-evaluated energies

for the handpicked structures and re-plotted the surface Pourbaix diagram in Fig. 3(c). This

Pourbaix diagram has all but one phase agreeing with (the exception being a thin strip of

1
4
Mnvac present in Fig. 3(c)) and phase boundaries more aligned with the DFT reference,

especially closer to the sampled bulk stability region with which we are concerned.

We plot ∆Ωsurf(USHE, pH) with respect to the pristine MnO2-terminated surface against

USHE for the dominant surface phases by taking a slice along pH = 12 (Fig. 3(d-f)). As

reflected in the surface Pourbaix diagrams, we find that most energies for the pre-trained

CHGNet (Fig. 3(e)) are well-aligned with the DFT reference for LaMnO3(001) (Fig. 3(d))

with a 0.095 eV/atom energy MAE (Fig. S7(a)). This behavior contrasts with that of

Pt(111), where pre-trained CHGNet was only able to predict qualitative trends with a much

worse energy MAE of 0.531 eV/atom (Fig. S4(a)). Only the energies of LaO-1
2
OH* with

respect to the pristine MnO2 and 1
4
Mnvac with respect to MnO2-

1
4
OH* are underestimated.

The improved pre-trained CHGNet performance could be attributed to the bulk structure of

LaMnO3 already having oxygen atoms and thus the O*/OH* adsorbates on LaMnO3(001)

could be seen as less out of distribution compared with the thin O*/OH* layers on Pt(111).

After fine-tuning, we observe in Fig. 3(f) a large improvement in the relative surface

Pourbaix grand potential of LaO-1
2
OH* (from 0.379 eV/surface unit cell to 0.735 eV/surface

unit cell at USHE = 0) and a slight improvement in the relative surface Pourbaix grand

potential of 1
4
Mnvac (from 0.314 eV/surface unit cell to 0.332 eV/surface unit cell at USHE = 0)

to be closer to the DFT values in Fig. 3(d). We highlight that small changes of 10’s or 100’s

of meV/surface unit cell is sufficient to change the relative ordering of surface stability,

as in 1
4
Mnvac, and thus alter the resultant surface Pourbaix diagram; nevertheless, our fine-
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tuned NFF can very closely match the relatively-complicated DFT reference surface Pourbaix

diagram for LaMnO3(001).
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Sampling additional surface phases

Apart from sampling known reconstructions, our study of LaMnO3(001) uncovered surfaces

not identified in previous work. These newly sampled structures are represented as gray

lines in the relative surface Pourbaix grand potential plot in Fig. 4(a) using fine-tuned

CHGNet energies (see Method “Surface analysis” for details) at pH = 12. Some of these
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additional surfaces are predicted to be even more stable than the low-energy handpicked

structures. Subsequent DFT energy evaluations confirm their stability, leading to a revised

LaMnO3(001) surface Pourbaix diagram in Fig. 4(b). In contrast, the sampled structures

for Pt(111) were not found to be lower in energy than known terminations, suggesting that

existing terminations are already comprehensive. As a result, Pt(111) surfaces were not

further analyzed. (See Fig. S8 for the equivalent Pt(111) surface Pourbaix grand potential

plot.)

The newly identified phases for LaMnO3(001) (Fig. 4(c)) demonstrate complex surface

chemistry, featuring mixed La and Mn terminations that were absent from the handpicked

structures but have been experimentally observed in LaMnO3(001) reconstructions under

ORR settings.91 In Ref. 91, enhanced ORR activity in LaMnO3 was attributed to the coex-

istence of Mn2+ and Mn3+ species at the surface layers. This mixed Mn oxidation state arises

from the La and Mn mixed-termination that is distinct from the bulk structure. Among the

VSSR-MC sampled structures, we identified a total of 23 such mixed-termination surfaces

(Fig. S9) more stable than the most stable surface among the handpicked structures (MnO2-

1
4
OH*) at pH = 12 and USHE = 0.6 V.

The stability trend of the new LaMnO3(001) surface Pourbaix diagram (Fig. 4(b)) with

respect to electrical potential is consistent with our previous analysis of Fig. 3(a). At the most

negative USHE at pH = 12, the most stable surface composition features a LaO termination

with 1
2
OH*. Increasing USHE induces progressive oxidation, first by introducing Mn to form

a mixed-termination structure, followed by a reduction of Mn occupancy in the termination

layer. At the same time, more oxidizing species appear on the adlayer, first with OH*

adsorption, followed by O* adsorption.

In summary, VSSR-MC sampled across compositions and configurations to discover over

1000 unique LaMnO3(001) surface structures, far greater than the 47 handpicked surfaces

initially considered, of which 6 structures were verified with DFT to be more stable than the

handpicked structures.
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Figure 5: LaMnO3 bulk and LaMnO3(001) surface Pourbaix diagrams at thermodynamic 
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surface Pourbaix diagrams with (c) literature surfaces and (d) additional sampled surfaces.
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Figure 5: LaMnO3 species and LaMnO3(001) surface Pourbaix diagrams at ther-
modynamic equilibrium in the pH-USHE-log10 cHxAOz−

y
axes. Phases are colored ap-

proximately in increasing oxidation level from pale to dark. The black dashed contour lines
correspond to different cHxAOz−

y
. (a-b) Equilibrium species Pourbaix diagrams labeled by

species domains adjacent to the bulk stability region. (a) 3D perspective. (b) 2D perspec-
tive in the pH-USHE axes viewed from high cHxAOz−

y
. (c-d) 2D perspectives of equilibrium

surface Pourbaix diagrams with (c) only literature surfaces and (d) including additional sam-
pled surfaces.

New surface-environment equilibria conditions

After benchmarking our sampling method and NFF fine-tuning with conventional Pourbaix

diagrams, we re-examine the thermodynamic assumptions and re-plot Pourbaix diagrams
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under bulk-electrolyte equilibrium conditions. We assumed a 10−6 M concentration for the

stable dissolved species at each pH and USHE to generate the previous LaMnO3(001) surface

Pourbaix diagrams in keeping with literature convention. Here, we consider surface Pour-

baix diagrams where cHxAOz−
y

is thermodynamically coupled to pH and USHE to account for

equilibrium between the LaMnO3 bulk and metal species in the electrolyte. These equilib-

rium surface Pourbaix diagrams are a subset of the full 3D surface Pourbaix diagrams in

pH-USHE-cHxAOz−
y

space where cHxAOz−
y

varies as an independent variable alongside pH and

USHE.

Meanwhile, 3D surface Pourbaix diagrams were generated from the 3D LaMnO3 species

Pourbaix diagram. Hence, as a first step towards generating the 3D surface Pourbaix dia-

grams, we extend the conventional LaMnO3 species Pourbaix diagram into 3D (Fig. S11),

where the dissolved species concentration varies as an independent variable alongside pH

and USHE, to compute thermodynamic equilibration between the electrode bulk and elec-

trolyte species in the pH-USHE-cHxAOz−
y

space. The resultant equilibrium species Pourbaix

diagrams (Fig. 5(a-b)) show the LaMnO3 bulk-electrolyte species equilibrium Pourbaix re-

gion delineated from the 3D species Pourbaix diagram. (See “Thermodynamic equilibria”

in Methods for details.) The domains are labeled according to the species adjacent to the

bulk stability region in the 3D species Pourbaix diagram, which represent species present

in the electrolyte. Fig. 5(a) shows the 3D perspective while Fig. 5(b) shows a projected

view in the pH-USHE axes, with cHxAOz−
y

implicitly defined by thermodynamic equilibrium.

The pH and USHE ranges spanned roughly correspond to the ORR region bounded by

−0.709 eV < USHE < 0.521 eV at pH = 12, and are therefore much narrower than those

in a conventional Pourbaix diagram. As we decrease cHxAOz−
y

from 10−3 M to 10−15 M, the

stability region further narrows, aligning with Le Chatelier’s principle on chemical equilib-

rium between the LaMnO3 bulk and adjacent species. From another perspective, any set

of pH and USHE conditions within the bulk stability region corresponds to a pre-defined

cHxAOz−
y
. In principle, we can indefinitely extend the bulk stability region by increasing
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cHxAOz−
y
. In practice, however, cHxAOz−

y
is limited by species solubility and device durability

considerations.54

Outside of the bulk stability region, LaMnO3 preferentially transforms into other La- and

Mn-containing phases or dissolves entirely. In such cases, the assumption of a stable LaMnO3

bulk supporting the surface is no longer valid, as the underlying bulk structure itself changes.

To ensure a meaningful surface Pourbaix analysis, we must therefore account for surface

equilibration with both metal species in the electrolyte as well as the LaMnO3 bulk. We

extend the conventional surface Pourbaix diagrams into 3D surface Pourbaix diagrams with

an additional, independent cHxAOz−
y

axis in Figs. S12 & S13, and extract the same equilibrium

Pourbaix region to respectively generate the equilibrium surface Pourbaix diagram with

literature reported surfaces in Fig. 5(c) and the equilibrium surface Pourbaix diagram with

both literature and additional sampled structures in Fig. 5(d). Like Fig. 5(b), these plots

are 2D projections that resemble conventional Pourbaix diagrams across pH-USHE axes but

with cHxAOz−
y

implicitly defined. Full 3D views in Fig. S14 also illustrate this thermodynamic

coupling between pH, USHE, and cHxAOz−
y
. The pH and USHE ranges are constrained by the

equilibrium species Pourbaix diagram in Fig. 5(a-b), resulting in a narrower range compared

to a conventional surface Pourbaix diagram, which shares limits with the conventional species

Pourbaix diagram. Consequently, Fig. 5(c-d) show fewer phases than Figs. S12 & S13.

Fig. 5(c) contains exactly two phases—pristine MnO2 and MnO2-
1
4
OH*. With the inclusion

of sampled surfaces in Fig. 5(d), the MnO2-
1
4
OH* phase disappears and the MnO2 stability

region shrinks. Most of the surface Pourbaix diagram is now covered by two newly-identified

surfaces in Fig. 4(c), with 1
2
Mnvac-

1
2
Lasub-

1
4
OH* occupying an elongated region at the bottom

while 1
2
Mnvac-

1
2
Lasub-

1
2
OH* dominating the remainder. Other sampled surfaces from Fig. 4(c)

do not appear here as they fall outside of the bulk stability region. The slightly-warped phase

boundary of the 1
2
Mnvac-

1
2
Lasub-

1
4
OH* phase arises due to variations in cHxAOz−

y
.

In an aqueous electrochemical system where the electrode equilibrates with the elec-

trolyte, the equilibrium surface Pourbaix diagram illustrates how the dominant surface phase
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evolves as a function of pH, USHE, and cHxAOz−
y
. Any two of these three variables uniquely

determine the third; for instance, fixing cHxAOz−
y

and USHE allows us to determine the equi-

librium pH in addition to the predominant surface. These diagrams can be leveraged to

optimize catalyst reaction conditions by precisely targeting high-activity yet stable phases.

Alternatively, they can inform the necessary conditions for forming a desired surface struc-

ture, aiding in the design of synthesis conditions. By capturing the interplay between pH,

electrical potential, and the actual concentration of dissolved ions, these equilibrium sur-

face Pourbaix diagrams provide a more comprehensive and useful picture of LaMnO3(001)

interface stability.

Discussion

We adapted VSSR-MC to tackle the challenging case of multi-component solid-liquid in-

terfaces under electrical potentials and showed a pre-trained machine learning force field

can describe trends in surface Pourbaix grand potentials. By sampling surface reconstruc-

tions with a pre-trained NFF and later fine-tuning with the generated structures, we can

accurately predict surface Pourbaix diagrams and elucidate additional phases beyond those

selected by human experts. Our new thermodynamic framework also respects equilibration

across electrolyte species, the electrode surface, and the electrode bulk, providing a more

faithful picture of aqueous electrochemical stability.

In this work, we employed the computational hydrogen electrode framework to study

surface stability, but its simplified assumptions do not fully capture the solvent-mediated

electrostatic interactions at the electrode–electrolyte interface.30 Specifically, the CHE model

assumes that the electrochemical potential of aqueous species is governed solely by chemical

activity, effectively setting the electrolyte as the reference for zero electrostatic potential.

In reality, both the electrolyte and electrode are likely charged, forming an electric double

layer that influences surface relaxation and stability predictions. Additionally, recent work92
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highlights how shifts in Fermi energy inside the working electrode correspond to shifts in the

Galvani potential, introducing surface charge effects that influence both surface thermody-

namics and reaction kinetics. Incorporating solvation models and grand canonical DFT25

into VSSR-MC could help capture these electrostatic contributions more accurately in future

studies.

We also acknowledge limitations stemming from the finite simulation cell size and our

focus on a single layer of virtual sites defined above the pristine surface. As a result, our

approach may overlook more complex reconstructions involving multiple virtual site layers

or deeper bulk rearrangements. However, given that NFFs have been shown to generalize

well to larger supercells,93–95 expanding the configurational space in future studies should

enhance our understanding of emergent phenomena under operational conditions.

Additionally, our current framework does not explicitly account for free energy contri-

butions from vibrational or configurational entropy of the surface slab, which could play

a significant role in determining phase stability at finite temperatures.30,96,97 Incorporating

harmonic approximations for vibrational corrections and exploring configurational entropy

effects in future extensions of VSSR-MC would improve the accuracy of surface free energy

predictions and better capture entropic stabilization effects.

Finally, in our surface-environment equilibria analysis, we assumed equilibrium of the

aqueous dissolved species with the electrode bulk without passivation effects that may occur

at the interface. We also assumed all dissolved species are of the same concentration. Addi-

tional computational and experimental studies, especially within the ORR region (roughly

the bulk stability region of LaMnO3),
49,90 can help us determine the physical validity of our

structures and their impact in modulating ORR reactions.
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Methods

VSSR-MC

VSSR-MC83 was performed in the semigrand-canonical ensemble with algorithmically gen-

erated virtual surface sites. The pH and USHE were supplied to the simulation and the total

number of adsorbates may vary across an MC run. For each semigrand VSSR-MC iteration,

one adsorption site was randomly chosen to change state.

For both Pt(111) and LaMnO3(001), the sampling temperature was fixed at 3,000 K.

For Pt(111), VSSR-MC was run at various USHE ∈ [0.8, 1.2] V in intervals of 0.1 V and pH

∈ [0, 12] in intervals of 4. For LaMnO3(001), VSSR-MC was run at various USHE ∈ [−1.0, 2.0]

V in intervals of 0.5 V and pH ∈ [10, 14] in intervals of 2. The number of sweeps was fixed

at 100 with 20 iterations each for a total of 2000 iterations for each USHE and pH value. See

Figs. S3 & S6 respectively for Pt(111) and LaMnO3(001) sampling profiles.

Following the discrete sampling step, continuous relaxation was performed using the

FIRE algorithm in the ASE package.98 The convergence criterion was met when either a

maximum of 20 relaxation steps was reached or the maximum force on all atoms fell below

0.05 eV/Å.

For each iteration in an MCMC run, the acceptance probability P is given by the min-

imum of unity and the ratio of the Boltzmann weights between the proposed and current

state:

P = min

{
1, exp

(
−∆Ωsurf(USHE, pH)

kBTsample

)}
(2)

where ∆Ωsurf(USHE, pH) is the change in surface Pourbaix grand potential after both discrete

and continuous sampling (see “Surface Pourbaix grand potential” in Methods for details),

kB is the Boltzmann constant, and Tsample is the sampling temperature.

20



Surface slab modeling

Pt(111)

A Pt cubic unit cell from the Materials Project (mp-126) was cut in the (111) plane to create

2 × 2, 3 × 3, and
√
3 × 3 supercells each with four Pt layers. A vacuum spacing of 15 Å

in total was set at the ends of each slab. The bottom two layers were fixed while all other

atoms were allowed to relax. A total of 24 and 54 virtual adsorption sites were respectively

defined for the 2 × 2 and 3 × 3 supercells at top, bridge, and hollow sites. For the
√
3 × 3

supercell, 6 virtual adsorption sites were defined at the top site. All sites sat at the default

distance of 2.0 Å from the pristine surface using the pymatgen AdsorbateSiteFinder class.

Symmetry reduction of sites was disabled. Additionally, the atomic positions of the pristine

surface were included in the virtual sites.

The respective Pt virtual sites can be found in Fig. S2(a-b). For the 2 × 2 and 3 × 3

structures, Pt, O, and OH were possible adsorbates, while for
√
3× 3 structures, Pt, O, OH,

and H2O were possible adsorbates. The 8 handpicked surfaces were extracted from Hansen

et al.33 and Vinogradova et al.42 Other than the pristine surface, the specific composition of

each handpicked slab is documented in Fig. S2(c). These handpicked surfaces were optimized

using DFT (see “Density-functional theory calculations” in Methods).

LaMnO3(001)

A LaMnO3 cubic unit cell from the Materials Project (mp-19025) was cut in the (001) plane

to create a 2 × 2 supercell with three bilayers of MnO2 and LaO, 6 layers in total. A total

vacuum spacing of 15 Å was set at the ends of the slab. The bottom three layers were

fixed while all other atoms were allowed to relax. A total of 24 virtual adsorption sites

were defined at all top sites at the default distance of 2.0 Å from the MnO2 pristine surface

using the pymatgen AdsorbateSiteFinder class. Symmetry reduction of sites was disabled.

Additionally, the atomic positions of the pristine surface were included in the virtual sites.
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All the virtual sites can be found in Fig. S5(a-b). For this surface, La, Mn, O, and

OH were possible adsorbates. The 47 handpicked surfaces were extracted from Rong and

Kolpak 49 and modified to be asymmetric as in our choice of slab. The specific composition

of each handpicked slab is documented in Fig. S5(c) and on Zenodo.99 These handpicked

surfaces were also optimized using DFT (see “Density-functional theory calculations” in

Methods).

Species Pourbaix diagram construction

The species Pourbaix diagrams for Pt and LaMnO3 were calculated using a combination of

data retrieval and processing steps.48,50,85 For each material, the combined metal (non-O,

non-H) species Pourbaix diagrams were constructed using data obtained from the Materials

Project database with the MPRester API and processed using both

MaterialsProject2020Compatibility and MaterialsProjectAqueousCompatibility com-

patibility schemes in pymatgen to ensure data consistency. The free energies of formation for

stable solid entries were calculated and integrated with ion reference data to create species

Pourbaix diagrams for pH ∈ [0, 14] and USHE ∈ [−1.0 V, 2.0 V]. Fig. S10 shows species

Pourbaix diagrams of Pt and LaMnO3. These species Pourbaix diagrams contain multiple

domains with a unique set of stable species. During sampling, the LaMnO3 bulk region was

replaced with individual La and Mn species to allow single-atom dissolution or re-deposition

MC steps (Fig. S10(b)). For evaluation of thermodynamic equilibria in pH-USHE-cHxAOz−
y
, all

phases were considered (Fig. S11). See “Thermodynamic equilibria” in Methods for details.

Surface Pourbaix grand potential

We reformulated the grand potential used in VSSR-MC by adding pH and U dependencies:

Ωsurf(X, {µ}, T, USHE, pH). A grand potential formulation for bulk materials under aqueous

electrochemical conditions was previously proposed by Refs. 39,40,50 but here our focus is

on surfaces formed from the dominant species at each pH and USHE. The grand potential
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of any slab was calculated in two steps, inspired by the adsorption-dissolution framework

described in Refs. 49,56 and generalizes the single-atom dissolution process in Fig. 1 (a) to

compute an absolute energy.

1. All atoms were dissociated from the surface slab to their standard states, i.e., bulk

for metal atoms, H2(g) for hydrogen, and O2(g) for oxygen. This energy change is

computed here as:

Ω1 =
∑
A∈A

NAµ
�

A −Gslab (3)

where Gslab is the Gibbs free energy of the slab, A is the set of elements present in the

slab, elementNA is the number of atoms of element A, µ�A is the standard state chemical

potential of element A. Gslab was estimated with the slab energy calculated using the

prescribed energy model, e.g., DFT or NFF. Raw DFT energies were corrected with

MaterialsProject2020Compatibility. Additionally, a zero-point energy - TS (ZPE-

TS) correction of 0.23 eV was added to each OH adsorbate49 on the slab. µ�A values

were obtained with MPRester and then corrected with pymatgen.

2. Each standard state species A was reacted to form the most stable species under

aqueous electrochemical conditions with the general formula HxAO
z–

y , where x, y, and

z are integer coefficients. The chemical equation for each individual A is as follows:

A +NA,H2O
H2O −−→ HxAO

z−
y +NA,H+H+ +NA,ee

− (4)

where NA,H2O
, NA,H+ , and NA,e are the stoichiometric coefficients of H2O, H+, and e–

in the reaction, respectively. The dominant aqueous electrochemical species A depends

on the pH, USHE, T , and µHxAOz−
y
. For this work, we calculated energies at T = 298 K

and µHxAOz−
y

= µ�
HxAOz−

y
+ kBT ln aHxAOz−

y
, where µ�

HxAOz−
y

is the standard state energy

of the species and aHxAOz−
y

is the species activity, which we assume to be 1 for solid
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species and 10−6 for dissolved species unless specified. The most stable species was

queried at each set of pH and USHE, which effectively is the dominant phase present

in the species Pourbaix diagrams (see previous section). The total energy change for

step 2 is as follows:

Ω2 =
∑
A∈A

µHxAOz−
y

− µA −NA,H2O
µH2O

− 2.3NA,H+kBTpH−NA,e(eUSHE)

=
∑
A∈A

∆Ω�

A, SHE − 2.3NA,H+kBTpH−NA,e(eUSHE) + kBT ln aHxAOz−
y

(5)

where ∆Ω�

A, SHE is the standard-state free energy of reaction for species A under SHE

and is in accordance with the CHE formulation.

The surface Pourbaix grand potential is defined as the formation energy from the stable

aqueous species, Ωsurf(X, {µ}, T, USHE, pH) = −(Ω1 + Ω2), with the negative sign.

Surface analysis

Pt(111)

Following each VSSR-MC run, the sampled surfaces were initially downselected to 100 struc-

tures from the original 2000 generated per run. 2× 2 and 3× 3 structures with more than 4

and 9 O atoms, respectively, were filtered out to mitigate excessive O2 adsorption introduced

by MaterialsProject2020Compatibility corrections, yielding 1131 and 979 structures, re-

spectively. All 2000
√
3 × 3 structures were initially included. After removing duplicate

Pt(111) pristine surfaces, a total of 3964 unique surfaces, along with the 8 handpicked struc-

tures, were evaluated using fine-tuned MACE to generate the relative surface Pourbaix grand

potential plot in Fig. S8.
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LaMnO3(001)

Following each VSSR-MC run, the sampled surfaces were also downselected to 100 struc-

tures from the original 2000 generated per run. Structures with 8 or fewer Mn atoms but

more than 38 O atoms were filtered out to mitigate excessive O2 adsorption caused by

MaterialsProject2020Compatibility corrections, yielding 1319 structures. An additional

7 structures were removed due to unphysical bonding configurations, such as floating O* or

OH* on oxygen atoms. The remaining 1312 surfaces, along with the 47 handpicked surfaces,

were then evaluated using fine-tuned CHGNet to generate the relative surface Pourbaix

grand potential plot in Fig. 4(a).

Subsequently, 27 low-energy structures were selected based on their fine-tuned CHGNet

Ωsurf(USHE, pH) values at USHE = 0.6 V and pH = 12, specifically those at most 0.1 eV/surface

unit cell higher in energy than the initially most stable surface, MnO2-
1
4
OH*. These struc-

tures were further relaxed with DFT, resulting in 23 surfaces that were more stable at the

DFT level than MnO2-
1
4
OH* under the same conditions (Fig. S9). Integrating these struc-

tures with those from literature for convex hull analysis resulted in the updated surface

Pourbaix diagram shown in Fig. 4(b).

Thermodynamic equilibria

To extend the 2D species and surface Pourbaix diagrams from pH-USHE space into 3D pH-

USHE-cHxAOz−
y

space, we allowed the chemical potentials of dissolved species to vary with

concentration. In particular, the species chemical potential, µHxAOz−
y
, is related to its activity,

aHxAOz−
y
, through: µHxAOz−

y
= µ�

HxAOz−
y

+ kBT ln aHxAOz−
y

and under dilute concentrations

(cHxAOz−
y

≤ 10−3 M), the activity can be approximated by the concentration aHxAOz−
y

≈

cHxAOz−
y
.

Using this relationship, we performed convex hull analyses over a four-dimensional (4D)

space (pH-USHE-cHxAOz−
y

and the energy) to construct 3D Pourbaix diagrams (Figs. S11, S12

& S13). First, we generated the 3D species Pourbaix diagram with convex hull analysis to
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determine the dominant species A across pH-USHE-cHxAOz−
y

space. Next, we expressed the

surface Pourbaix grand potential as a function of an additional variable, Ωsurf({c}, USHE, pH),

where {c} represents the set of concentrations for each dominant dissolved species, cHxAOz−
y
.

We do this analysis for each set of dominant species, A, as in Fig. S1, and separately for

both Figs. S12 & S13. A second round of convex hull analyses in 4D space yielded the 3D

surface Pourbaix diagrams.

These 3D Pourbaix diagrams have independent pH, USHE, and cHxAOz−
y

axes and thus are

not under full equilibration between the electrode bulk, electrode surface, and electrolyte.

To achieve full equilibrium, each species neighboring the LaMnO3 bulk phase in the species

Pourbaix diagram must be in equilibrium with the bulk itself, i.e., at the phase boundaries

where they meet. For example, consider La+3 + MnO2(s) (electrolyte) in equilibrium with

LaMnO3(s) (electrode) at 10−6 M dissolved species concentrations in Fig. S10(b). The

energy changes from standard-state species were evaluated using Eqns. (4) & (5) and set

equal, leading to the equilibrium condition:

µLaMnO3
+ 2 · 2.3kBTpH = µLa3+ + µMnO2

+ µH2O
+ eUSHE (6)

Here, µLaMnO3
≈ EDFT

LaMnO3
, µMnO2

≈ EDFT
MnO2

, and µH2O
≈ −2.46 eV/H2O. This equa-

tion leaves three adjustable parameters (pH, USHE, and cLa3+) but only two degrees of free-

dom. By applying analogous equilibrium conditions for every species adjacent to LaMnO3

in the 3D species Pourbaix diagram (pH ∈ [0, 14], USHE ∈ [−1.0 V, 2.0 V], and cHxAOz−
y

∈

[10−15 M, 10−3 M]), we effectively trace out the LaMnO3 bulk stability boundaries and label

the neighboring species at each point, leading to the equilibrium species Pourbaix diagram

where pH, USHE, and cHxAOz−
y

are thermodynamically coupled. In practice, we introduced a

slightly offset hyperplane representing the LaMnO3 phase in the 4D space, oriented opposite

to the original LaMnO3 plane.

Finally, we traced out the same bulk stability boundaries from the 3D surface Pourbaix di-
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agrams in Figs. S12 & S13 to enforce full electrode-surface-electrolyte equilibrium and obtain

the equilibrium surface Pourbaix diagrams, with pH, USHE, and cHxAOz−
y

also thermodynam-

ically coupled. This approach parallels the well-established framework for thermodynamic

equilibria in contact with gas.83,96,100–103 However, unlike gas-solid interfaces where species

identities are fixed, aqueous species depend on pH, USHE, and cHxAOz−
y
.

Active learning

For Pt(111), the medium MACE-MP-0 pre-trained model89 was fine-tuned for 60 epochs.

The loss function was a weighted sum of the mean-squared errors of forces and energy with

a 100:1 ratio for weights of forces and energies, respectively. The node embedding, pooling,

and readout layers were fully unfrozen while for the interaction layers only the linear layers

were allowed to changed. For LaMnO3(001), pre-trained CHGNet67 v0.3.0 was fine-tuned

for 60 epochs. The loss function was a weighted sum of the mean-squared errors of forces

and energy with a 100:5 ratio of weights. For pre-trained CHGNet, unfreezing the readout

layer was sufficient for good fine-tuning performance on LaMnO3(001). For both systems,

raw DFT energies were corrected with the MaterialsProject2020Compatibility scheme

and the Adam optimizer104 was used with a learning rate of 0.001.

Structures were selected for active learning using latent space clustering, as in Du et al. 83 .

Briefly, the VSSR-MC generated structures for each surface were clustered according to the

first three principal components (PCs; > 90% explained variance) of their NFF embeddings

and the most uncertain structure for each cluster was selected. To save on compute time,

a first-pass clustering was run for every 1,000 samples to yield around 100-200 structures

at each set of pH and USHE. The results of one full clustering run for each of Pt(111) and

LaMnO3(001) is shown in Fig. S15.

The metric for uncertainty quantification was changed to Gaussian-mixture model (GMM)

uncertainty, which is more suitable for a single NFF model used here.105 The GMM model

was calibrated against the force MAE of a 5000-structure subset randomly selected from
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MPtrj,88 which was used for training the foundational models. We show the uncertainty

vs. force MAE plot in Fig. S16 for the MPtrj calibration dataset and all sizes of Pt(111)

and LaMnO3(001) fine-tuning structures. The performance is commensurate with previous

work.105,106

Additionally, Pt(111) and LaMnO3(001) structures in the pre-trained CHGNet surface

Pourbaix diagrams were perturbed by randomly displacing atoms in all three spatial di-

rections, with a maximum displacement of ±0.1 Å, to better sample the near-equilibrium

potential energy surface. A single active learning cycle was sufficient to refine the respective

NFF models, reducing their MAE to within 10 meV/atom relative to DFT references across

all surfaces, as validated against handpicked literature structures (see Figs. S4 & S7).

Density-functional theory calculations

Vienna ab initio Simulation Package (VASP) v.6.2.1107,108 was employed for both single-

point DFT calculations and DFT relaxations using the projector augmented-wave (PAW)

method to describe core electrons.109,110 The following PAW datasets version 54 pseudopo-

tentials were used: H, O, Pt, La, and Mn pv. The Perdew-Burke-Ernzerhof (PBE) func-

tional111 version of the generalized-gradient approximation (GGA) was used for all calcula-

tions. Grimme’s D3 method with Becke-Johnson damping was used to account for dispersion

interactions.112,113 All calculations were spin-polarized. Additionally, DFT+U calculations

were used for LaMnO3(001) applying Dudarev’s approach114 with the single on-site pa-

rameter for Mn set to 3.9 on the d-orbital electrons, consistent with the Materials Project

settings.115 Dipole corrections to the total energy were enabled along the z-axis for surfaces.

The kinetic energy cutoff for plane waves was set to 520 eV. Integrations over the Brillouin

zone were performed using a 6 × 6 × 1 Gamma centered mesh for 2 × 2 Pt(111), 4 × 4 × 1

Gamma centered mesh for 3×3 Pt(111), 6×4×1 Gamma centered mesh for
√
3×3 Pt(111),

and a 3 × 3 × 1 Gamma centered mesh for LaMnO3(001). In the self-consistent field cycle,

a total energy limit of 10-6 eV was adopted as the stopping criterion.
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For surfaces that were optimized, optimization of atomic positions was performed until

the Hellmann-Feynman forces on atoms were smaller than 10 meV/Å or until 100 relaxation

steps were reached using the conjugate gradient algorithm for optimization and for electronic

minimization within each self-consistent field calculation. After 100 relaxation steps, any

unconverged surfaces were further relaxed with the RMM-DIIS algorithm until the change

in total energy between two relaxation steps was smaller than 10 meV.

Workflow management and compute time

An internal library, HTVS (for high-throughput virtual simulations) managed the DFT

calculations. VSSR-MC and active learning were run in separate procedures. DFT single-

point calculations took about 15 minutes to 1 hour each on an NVIDIA Volta V100 32 GB

GPU (MIT SuperCloud) while relaxations took about 3-6 hours each on an NVIDIA Tesla

A100 Ampere 40 GB GPU (NERSC Perlmutter). VSSR-MC runs were 2000 iterations each.

For Pt(111), 2×2 slab runs took 30 minutes each, 3×3 slab runs took 50 minutes each, while
√
3× 3 slab runs took 40 minutes each on an NVIDIA GeForce RTX 2080 Ti 11 GB GPU.

Meanwhile, 2 × 2 LaMnO3(001) runs took 70 minutes each. Active learning was relatively

fast, with latent-space clustering and fine-tuning taking 15 minutes or less on an RTX 2080

Ti 11 GB GPU.

Data availability

The fine-tuned models, DFT data, selected results from VSSR-MC runs, and Jupyter note-

books used for data analysis and plotting are available on Zenodo: https://doi.org/10.

5281/zenodo.15066440.
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Code availability

The VSSR-MC algorithm reported in this work is available on GitHub: https://github.

com/learningmatter-mit/surface-sampling. Our version of pymatgen for constructing

surface Pourbaix and 3D Pourbaix diagrams, along with additional plotting methods, is also

available on GitHub: https://github.com/xiaochendu/pymatgen.
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Graule, T.; Schäublin, R.; Wiles, L.; Pertoso, M.; Danilovic, N.; Ayers, K. E.;

Schmidt, T. J. Dynamic surface self-reconstruction is the key of highly active per-

ovskite nano-electrocatalysts for water splitting. Nature Materials 2017, 16, 925–931.

(18) Song, C. W.; Suh, H.; Bak, J.; Bae, H. B.; Chung, S.-Y. Dissolution-Induced Surface

Roughening and Oxygen Evolution Electrocatalysis of Alkaline-Earth Iridates in Acid.

Chem 2019, 5, 3243–3259.

(19) Zhang, R.; Dubouis, N.; Ben Osman, M.; Yin, W.; Sougrati, M. T.; Corte, D. A. D.;

Giaume, D.; Grimaud, A. A Dissolution/Precipitation Equilibrium on the Surface

of Iridium-Based Perovskites Controls Their Activity as Oxygen Evolution Reaction

Catalysts in Acidic Media. Angewandte Chemie International Edition 2019, 58, 4571–

4575, eprint: https://onlinelibrary.wiley.com/doi/pdf/10.1002/anie.201814075.

(20) Wan, G. et al. Amorphization mechanism of SrIrO3 electrocatalyst: How oxygen re-

dox initiates ionic diffusion and structural reorganization. Science Advances 2021, 7,

eabc7323.

(21) Weber, M. L.; Lole, G.; Kormanyos, A.; Schwiers, A.; Heymann, L.; Speck, F. D.;

Meyer, T.; Dittmann, R.; Cherevko, S.; Jooss, C.; Baeumer, C.; Gunkel, F. Atomistic

Insights into Activation and Degradation of La0.6Sr0.4CoO3−δ Electrocatalysts under

Oxygen Evolution Conditions. Journal of the American Chemical Society 2022, 144,

17966–17979.

(22) Peng, J.; Giordano, L.; Davenport, T. C.; Shao-Horn, Y. Stability Design Principles

of Manganese-Based Oxides in Acid. Chemistry of Materials 2022, 34, 7774–7787,

Publisher: American Chemical Society.

(23) Peng, J.; Giner-Sanz, J. J.; Giordano, L.; Mounfield, W. P.; Leverick, G. M.; Yu, Y.;

33



Román-Leshkov, Y.; Shao-Horn, Y. Design principles for transition metal nitride sta-

bility and ammonia generation in acid. Joule 2023, 7, 150–167.

(24) Lu, B.; Wahl, C.; dos Reis, R.; Edgington, J.; Lu, X. K.; Li, R.; Sweers, M. E.; Rug-

giero, B.; Gunasooriya, G. T. K. K.; Dravid, V.; Seitz, L. C. Key role of paracrystalline

motifs on iridium oxide surfaces for acidic water oxidation. Nature Catalysis 2024,

1–10, Publisher: Nature Publishing Group.
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